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Abstract

Human face generation and editing represent an essential
task in computer vision and the digital world. Recent stud-
ies have shown remarkable progress in multi-modal face
generation and editing, for instance, using face segmen-
tation to guide the generation process. However, it may
be challenging for some users to create these conditioning
modalities manually. Thus, we introduce M3Face, a unified
multi-modal multilingual framework for controllable face
generation and editing. This framework enables users to
generate or edit controlling modalities automatically using
only text input. Specifically, it can generate semantic seg-
mentation or facial landmarks, which are then used to cre-
ate face images. We conduct extensive qualitative and quan-
titative experiments to showcase our framework’s face gen-
eration and editing capabilities. Additionally, we propose
the M3CelebA Dataset, a large-scale multi-modal multilin-
gual face dataset containing high-quality images, semantic
segmentations, facial landmarks, and different captions for
each image in multiple languages.

1. Introduction

The field of image generation and editing has witnessed
remarkable progress, propelled by advancements in gen-
erative models [6, 15, 23, 34] and large-scale datasets
[20, 21, 34]. These advancements are supposed to sub-
stantially contribute to the forthcoming generation of ani-
mations, movies, and video games [10, 17]. The creation of
human characters, particularly characterized by their facial
features, is one of the fundamental elements in the field of
Generative AI. The innovations in this domain have given
rise to sophisticated techniques capable of creating and
modifying human facial images with unprecedented real-
ism and versatility. Beyond their synthesis capability, these
methods exhibit proficiency in handling diverse modalities,
such as text [4, 13, 16, 22, 27–29], semantic segmentation
masks [28, 32, 38], facial landmarks [31, 37, 38], or a com-
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Figure 1. We introduce M3Face for controllable multi-modal mul-
tilingual face generation and editing. (a) Face Generation can be
done with both multi-modal conditions or a single text input. We
generate face images consistent with the input text and other given
modalities. (b) Face Editing can also be done with text, mask,
landmarks, or a combination of them.

bination of them [12, 34].
Using multiple modalities to guide the generation of face

images is a powerful approach. This allows users to pre-
cisely control and customize various facial features in the
generated images. However, it poses some challenges; for
instance, creating specific modalities manually, such as se-
mantic segmentation, can be a complex task for most users.
The intricate process of generating these conditions from
scratch can be a potential barrier to the ease of use of multi-
modal approaches.

In addition to the advancements in multi-modal genera-
tion and editing, the exploration of multilingual features has
become more prominent [3, 30, 35]. Acknowledging the
global diversity of languages and cultures, researchers are
now incorporating linguistic elements into the generation



and editing processes. This multilingual perspective tran-
scends language barriers and fosters a more inclusive and
accessible approach to face image generation and editing.

In this paper, we introduce M3Face, a unified multi-
modal multilingual framework for controllable face gener-
ation and editing. While previous methods do well on face
generation and editing with different modalities, users may
not have the initial conditions in real-world scenarios. Our
framework addresses these issues in two significant ways.
Firstly, it simplifies the generation of necessary conditions
for image generation, such as semantic segmentation, by a
text prompt. The user can continue generating or editing
these conditions interactively. The framework then incor-
porates this text input and generated conditions to gener-
ate face images utilizing our specialized face ControlNet
[38] model, or edit face images with our adapted editing
method based on Imagic [16], making it easier for users
to control and generate the desired images. Furthermore,
we propose the M3CelebA Dataset built upon the original
CelebA [21] dataset. Our dataset contains over 150,000 im-
ages of faces (5× larger than the Multi-Modal CelebA-HQ
[34] dataset) paired with high-quality multilingual captions.
Secondly, M3Face is trained using multiple languages ex-
isting in M3CelebA Dataset, which makes it accessible to
users all over the world. To summarize, our contributions
are as follows:

• We introduce M3Face, a unified multi-modal multilingual
framework for controllable face generation and editing.
Unlike existing multi-modal approaches, our method gen-
erates necessary conditions directly from text prompts,
offering an option to use additional conditioning modal-
ities without requiring them. Furthermore, this approach
disentangles content and structure, enabling more pre-
cise and consistent results. It also supports multiple lan-
guages, broadening its applicability.

• We propose the M3CelebA Dataset, a large-scale multi-
modal and multilingual face dataset containing high-
quality images, semantic segmentations, facial land-
marks, and different multilingual captions for each image.

• We achieve state-of-the-art qualitative and quantitative re-
sults in face generation and editing using facial landmarks
and semantic segmentation.

2. M3Face

We introduce M3Face, a unified framework for controllable
multilingual human face generation and editing. Within this
framework, we initially generate additional modalities from
the input text and then utilize them for controllable face gen-
eration and editing. Fig. 2 shows an overview of the frame-
work.

2.1. Face Generation Pipeline

For face generation, we begin with generating facial land-
marks or semantic segmentation from the given text input
using a masked transformer model, inspired from [4, 24].
The masked transformer uses a U-VIT [11] architecture.
It generates segmentation mask and landmark image to-
kens based on the given text input. To decode these to-
kens, we utilize a VQ-GAN [7] with an encoder and a de-
coder, which maps images into a sequence of tokens using
a learned codebook. We fine-tune this VQ-GAN specifi-
cally for tokenizing segmentation masks and landmarks to
ensure high accuracy in the generated intermediate repre-
sentations. To support multiple languages, our pipeline in-
tegrates the M-CLIP (LaBSE) [3, 8] text encoder. We chose
M-CLIP over T5 [26] since the pre-trained model used for
fine-tuning utilized the CLIP-L14 [25] text encoder, allow-
ing us to maintain consistency and leverage the same pre-
trained weights. After fine-tuning the VQ-GAN and chang-
ing the text encoder, we fine-tune the transformer model to
generate masks and landmarks.

Once a segmentation mask or landmark is generated, we
utilize a face ControlNet [38] to generate the final face im-
ages from the intermediate results. Specifically, we train
two distinct ControlNet models: one for generating images
based on landmark conditions and another for generating
images based on mask conditions.

2.2. Face Editing Pipeline

Face editing can be done with text, masks, landmarks, or
a combination of them. We first edit the segmentation
mask or landmarks using the inpainting technique with the
mask/landmark transformer. Unlike general image editing,
where details might be lost with inpainting or the identity
of an image might be changed, masks and landmarks serve
as fundamental structural elements of a face. Using inpaint-
ing to edit these elements will not have these issues because
these images are not very highly detailed, and a portion of
these structures usually can provide sufficient information
for reconstructing the original structure.

Then, we utilize the Imagic [16] method, which we have
extended to support image editing with multi-modal inputs,
to edit face images with our face ControlNet models. This
involves optimizing the embedding of the input prompt and
subsequently fine-tuning the UNet in the base Stable Diffu-
sion component of our ControlNet model. We then directly
input the edited condition into the ControlNet model. Un-
like Collaborative Diffusion [12], which requires multiple
optimization steps to apply this method for different modal-
ities, we perform the edit in a single step. This approach
makes multi-modal (or uni-modal) editing faster and results
in a better outcome.
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Figure 2. M3Face Framework. For (a) Face Generation, we first generate facial landmarks or semantic segmentation masks from a given
text input with our mask/landmark generator [4]. We then utilize our ControlNet [38] model to generate face images from the intermediate
results. For (b) Face Editing, we first edit the given condition using the inpainting technique with the mask/landmark generator. Next, we
optimize the embedding of the text input and subsequently fine-tune the ControlNet model following the Imagic [16] method. Finally, we
directly input the edited condition and optimized prompt to the fine-tuned ConrolNet. Face editing can be done with text, mask, landmarks,
or a combination of them.

3. M3CelebA Dataset

We propose the M3CelebA Dataset, a large-scale multi-
modal multilingual face dataset based on the original
CelebA [21] dataset. Our dataset contains more than 150K
high-quality face images with semantic segmentation, facial
landmarks, and multilingual captions.

In Fig. 13, we present an overview of the dataset gen-
eration pipeline. Initially, we align and crop the original
CelebA images using the facial landmark annotations pro-
vided in the dataset. These images are then upscaled to
512× 512 resolution using the Real-ESRGAN [33] model.
For facial landmarks, we utilize the dlib [18] library,
and for semantic segmentation, we use the DML-CSR [39]
model. For generating the captions, we use the 40 anno-
tated attributes in the original CelebA dataset. We create
three captions for each image utilizing a fine-tuned GPT3.5
[2] model, followed by translation with the SeamlessM4T
[1] model. Finally, we filter our dataset by both human
and automatic evaluation and remove images with occlu-
sions, blurriness, or extreme poses. Some samples from the
dataset are shown in Fig. 3. More details about the dataset
are available in Sec. H.

4. Experiments

Qualitative Comparison. In this section, we show
our face generation and editing results with both multi-

Dieser kahlköpfige
Mann mit spitzem
Nasen hat große
Brillen und keinen
Bart. 

Avec des pommettes
hautes et un gros nez,
cette jeune femme
sourit fièrement,
révélant de légers sacs
sous ses yeux. 
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Il maschio ha un viso
grassotto con i capelli
neri dritti, gli zigomi alti
e un sorriso sottile. 

Con el cabello negro y
ondulado y las cejas
arqueadas, esta joven
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Figure 3. M3CelebA Dataset. 512 × 512 images from the
M3CelebA dataset as well as the generated facial landmarks and
semantic segmentation. Three multilingual captions are available
for each image.

modal and text-only conditions. In Fig. 4, you can see the
text-guided face generation and editing capabilities of our
method. A semantic segmentation or facial landmarks con-
dition will be generated for each input text prompt. Then,
the face image can be generated with multi-modal condi-
tions. We can see that both the generated conditions and
the face images are consistent with the input prompt, and
the model can generate or edit details such as emotions and
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Figure 4. Text-Guided Face Generation and Editing Results.
We can generate and edit face images with a single text prompt.
We first generate semantic segmentation or facial landmarks ac-
cording to the given text prompt. Then, we generate face images
from these intermediate conditions.

Method FID ↓ Text ↑ Mask ↑ Human ↑
TediGAN 58.49 -1 0.90 19.02
CollabDiff 38.20 24.80 0.90 23.64
Ours 30.16 27.86 0.93 57.34

SD-v1.5 67.29 26.82 - 8.22
GCDP 53.45 27.15 - 10.32
Ours (Mask) 39.14 27.28 - 23.93
Ours (Landmark) 36.31 27.65 - 57.53

Table 1. Quantitative Results of Face Generation. Our method
generates images with higher quality and more consistency with
multi-modal conditions compared to TediGAN and Collaborative
Diffusion. In generating faces from text input, our results surpass
Stable Diffusion and GCDP. Ours (X) means that given the text
input, we first generate the condition X, and then generate a face
image from text and X.

face details. For face generation, we compare our results
with multi-modal methods [12, 34] in Fig. 9. TediGAN [34]
often fails to generate face images consistent with the given
mask condition due to its two-step generation method. Col-
laborative Diffusion [12] also cannot generate details such
as earrings, make-up, or specific beards like a goatee.

For face editing, we compare our results with both text-
guided [13, 22] and multi-modal [12] approaches. Fig. 10
shows the results. Collaborative Diffusion fails to follow
the target mask and text prompt due to its two-step editing
method. In Fig. 10 (b), we can see the text-guided editing
results. While Null-Text Inversion [22] preserves the iden-

1TediGAN fine-tunes its model with the CLIP loss, and it eventually
overfits on the input prompt. Thus, calculating the CLIP Score for this
method is misleading.

Method Mask/Landmark ↑ Text ↑ Human ↑
CollabDiff 0.91 0.04 19.80
Ours (Mask) 0.94 0.09 80.20
Ours (Landmark) 0.87 0.10 -

Table 2. Quantitative Results of Face Editing. Our face edit-
ing outperforms Collaborative Diffusion in terms of segmentation
consistency and directional CLIP similarity.

tity of the face very well, it struggles with editing specific
attributes like beard and is sensitive to the target prompt.
Talk-to-Edit [13] has a problem with most in-the-wild im-
ages and cannot make edits to them. In successful attempts,
it does not preserve the identity very well. Beyond these,
we tried to compare with face editing methods using facial
landmarks. FReeNet [37] seems to be very overfitted to spe-
cific poses and images, and the generated faces are either
not changed or not reconstructed at all.
Quantitative Comparison. We compare our face gen-
eration results with both multi-modal (top rows) and text-
guided (bottom rows) approaches in Tab. 1. We outperform
these methods in all quantitative metrics, showcasing the
capabilities of our method. We also compare multi-modal
face editing results with Collaborative Diffusion in Tab. 2.

5. Conclusion

In this work, we propose a novel framework for multi-
modal multilingual human face generation and editing
called M3Face. With this framework, users can generate
face images and necessary conditions by a text prompt, of-
fering the option to use additional conditioning modalities
but not requiring them, and at the same time disentangle
content and structure. We also introduce the M3CelebA
Dataset which contains high-quality face images, seman-
tic segmentations, facial landmarks, and multilingual cap-
tions for each image. We conduct extensive experiments to
demonstrate our framework’s capabilities in face generation
and editing with different modalities.

Our experiments demonstrate M3Face’s effectiveness.
However, we observed a limitation with the mask/landmark
generator, which may produce invalid colors. This chal-
lenges color consistency and accuracy, prompting the
exploration of alternative architectures in future research.
Another limitation of our framework is that the quality
of generated images is heavily impacted by the Stable
Diffusion backbone in the ControlNet model. Recent
studies have introduced more robust SD models such
as the Smooth Diffusion [9], which might improve face
generation results and better preserve unedited content in
face editing. These investigations are left for future studies.
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Supplementary Material

We provide supplementary material for our paper includ-
ing more results and a detailed explanation of our dataset
in this document. We also release our code and dataset at
https://huggingface.co/m3face.

A. Related Work
Face Generation. Various image generation approaches
have been explored, employing diverse architectures and al-
gorithms to enhance the quality and controllability of im-
age generation. GAN-based methods can generate images
with text by leveraging their latent space. TediGAN [34]
added controllability to the generation by utilizing different
modalities, which led to more stable results. Stable Dif-
fusion [28] achieved improved qualitative results with an
easier learning process in image generation. Similar suc-
cess has also been found in various related tasks, includ-
ing face generation. Collaborative Diffusion [12] uses pre-
trained uni-modal diffusion models to utilize semantic seg-
mentation maps as guidance in image generation. GCDP
[23] uses a Gaussian-categorical diffusion process to learn
the joint image-semantic distribution and generate image-
semantic pairs with text.
Face Editing. Recent works in face image editing have
aimed to improve the quality and accuracy of this complex
task. Talk-to-Edit [13] employs a location-specific semantic
field within the GAN latent space to determine the edit dis-
tance. Similarly, ChatFace [36] learns high-level semantic
information about images and uses a diffusion model to fa-
cilitate editing within this space. Null-Text Inversion [22] is
based on Stable Diffusion and uses Null-Text optimization
for editing real images. Some approaches integrate seman-
tic segmentation as a guide for editing face images. Collab-
orative Diffusion [12] uses semantic segmentation in im-
age editing alongside text input in two diffusion models and
then aggregates the results. Furthermore, methods that uti-
lize facial landmarks to address pose and spatial properties
have also been explored. FReeNet [37] uses an encoder-
decoder architecture to edit input images based on target
landmarks, while C2GAN [31] uses two GAN models to in-
corporate facial landmarks into the editing process. While
these methods benefit from different modalities to achieve
stability and quality, they often present challenges to user
experience due to the complex process of creating inputs
like segmentation maps. In contrast, our method simplifies
this process by automatically generating these modalities
from input text and then utilizing them in the subsequent
stages of the pipeline, thereby enhancing both efficiency

and user-friendliness.

B. Experimental Setup
Data Preparation. We use a combination of the CelebA-
HQ and M3CelebA datasets for training. To improve con-
sistency in face segmentation, we adjust the segmentation
colors to be symmetric; for example, both eyebrows are
assigned the same color. For training the mask/landmark
transformer, we use random flip for data augmentation. Ad-
ditionally, when training ControlNet, we use multiple data
augmentation techniques, including random flips, chang-
ing color, brightness, and contrast of condition images.
To account for potential invalid color generation by the
mask/landmark generator, we also introduce random color
changes in the condition images. This ensures that the
ControlNet model remains robust and effective within our
pipeline. We evaluate all methods on the test set of our
dataset.
Training Details. For training the mask/landmark gener-
ator, we use an open-source implementation of Muse called
aMUSEd [24] and its pre-trained models. First, we fine-
tune the VQ-GAN on three types of images: face segmenta-
tion, facial landmarks, and face portrait. Then, we fine-tune
the transformer model for face segmentation, facial land-
marks, and face portrait generation. For this purpose, we
add instructions for each task to the image captions. Af-
ter completing 15K training steps on these tasks, we per-
form fine-tuning for 5K additional steps on two individual
models: one for face segmentation generation and the other
for facial landmarks generation. During the training of the
transformer model, the percentage of masked latent tokens
is sampled from a cosine masking schedule. For train-
ing ControlNet, we use a variant of Stable Diffusion that
supports multiple languages [35]. We train the ControlNet
model for ten epochs with a total batch size of 4 and gradi-
ent accumulation of 16, using a learning rate of 5 × 10−5.
We train two individual models, one by conditioning on face
segmentation and another by conditioning on facial land-
marks. To make the model more accurate on using condi-
tion images, 25% of the training samples are provided with-
out a caption and only with a simple prompt to ”generate a
high-quality portrait of a face”.
Face Editing. For face editing with our multi-modal
Imagic method, we use Adam [19] optimizer with a learning
rate of 10−3 for optimizing the text embedding and 5×10−5

for fine-tuning the UNet parameters. We optimize the em-
bedding for 500 and fine-tune the model for 1000 steps.

https://huggingface.co/m3face


B.1. Baselines
We compare our proposed framework with state-of-the-art
approaches for text-guided and multi-modal face genera-
tion and editing. Collaborative Diffusion [12] is an LDM-
based multi-modal face generation and editing method.
They introduce a dynamic diffuser to combine different uni-
modal pre-trained diffusion models. Similar to us, they uti-
lize the Imagic method for multi-modal face editing. Te-
diGAN [34] is a StyleGAN-based face generation method.
They utilize StyleGAN’s latent space to project the embed-
ding of different modalities into it. The performs style mix-
ing to achieve multi-modal face generation. GCDP [23]
is an Imagen-based text-guided image-mask pair genera-
tion method. They propose a Gaussian-categorical diffu-
sion process that simultaneously generates images and cor-
responding semantic segmentations. Stable Diffusion [28]
is a latent text-to-image diffusion model. We compare face
generation results with Stable-Diffusion-v1-5, which was
initialized with the weights of the Stable-Diffusion-v1-2
checkpoint and subsequently fine-tuned with more steps.
We chose this version instead of v2-1 because it performs
better on face images. Talk-to-Edit [13] performs interac-
tive face editing via dialog. They model a location-specific
semantic field. However, it is limited to several predefined
attributes. Similar to this work, ChatFace [36] conducts
text-driven face editing in the semantic latent space of a
diffusion model. This work has no public implementation;
thus we do not include them in the comparisons. Null-Text
Inversion [22] is a Stable Diffusion-based method for edit-
ing real images by using Null-text inversion, i.e., modifying
the unconditional text embedding rather than the input text
embedding.

B.2. Evaluation Metrics
FID. The quality of generated images is evaluated through
Frechet Inception Distance, which measures the feature rep-
resentation’s distance between generated images and real
images. Lower FID implies better sample quality.
CLIP Score. The CLIP Score is the cosine similarity be-
tween the normalized image and text embeddings. A higher
score usually indicates higher consistency between the gen-
erated image and the text prompt. We utilized the MCLIP-
XLM model [3, 5] to assess the scores, as we needed to
compare models with captions in diverse languages.
Directional CLIP Similarity. It measures the consistency
of the change between the two images (in CLIP [25] space)
with the change between the two image captions. This met-
ric is used for evaluating image editing, and the higher the
directional CLIP similarity, the better it is.
Segmentation and Landmark Consistency. Segmen-
tation Consistency is the pixel-wise accuracy against the
ground-truth segmentation. Landmark Consistency is the
distance between ground-truth landmarks and the generated

face landmarks.
Human Evaluation. We conducted a user study to as-
sess our framework’s performance. For face generation, 200
multi-modal conditions were randomly selected from the
M3CelebA dataset’s test split, and images were generated
based on these conditions. Evaluators chose the best image
based on photo realism and consistency with the conditions.
For face editing, evaluators assessed identity preservation
and the same criteria as in the face generation study using
input and edited images along with edited conditions.

C. Ablation Study

Multilingual Diffusion. We study the effect of the dif-
fusion backbone in the ControlNet model and training on
multiple languages as discussed in Sec. B. We compare us-
ing AltDiffusion [35] as a multilingual backbone and the
vanilla Stable Diffusion in Tab. 3. It shows that while the
multilingual model has a broader use case, the overall per-
formance may decrease. Additionally, it demonstrates that
our superiority over methods using the vanilla Stable Diffu-
sion does not come from the backbone model. We also re-
port quantitative results of face generation with multilingual
captions in Tab. 4. Our method demonstrates consistent per-
formance across different languages, highlighting its ability
to understand multilingual prompts.

Backbone FID ↓ Text ↑ Mask ↑
AltDiffusion 30.16 27.86 0.93
SD-v1.5 28.08 27.35 0.93

Table 3. Effect of the Diffusion Backbone. While AltDiffusion
brings multilingual knowledge, it does not improve the overall per-
formance of our pipeline.

Method FID ↓ Text ↑ Mask ↑
English 30.16 27.86 0.93
Spanish 30.51 27.31 0.93
French 33.66 27.26 0.93
Italian 32.93 27.35 0.93
German 31.77 27.15 0.93

Table 4. Quantitative Results of Multilingual Face Generation.
Our method can generate high-quality face images with captions
in different languages.

In Tab. 5, we show the effect of augmenting condition
images with color perturbations and replacing a fraction of
training captions with a simple prompt. Both make face
generation more robust and accurate using the condition im-
ages.



Method FID ↓ Text ↑ Mask ↑
M3Face 30.16 27.86 0.93
w.o. Augmentation 31.25 27.62 0.92
w.o. Caption 31.37 27.40 0.91

Table 5. Ablation on Training. Using color change on condition
images as augmentation and replacing the caption with a simpler
one improves the quality and accuracy on condition images.

Face Editing. We study the effect of the α parameter used
in the Imagic method. Given an image and a target text
prompt, we encode the target text and get the initial text
embedding etgt, then optimize it to reconstruct the input
image, obtaining eopt. We then fine-tune the UNet model
to improve fidelity to the input image while fixing eopt. Fi-
nally, we interpolate between eopt and etgt with an α coef-
ficient to generate the edit result. In Fig. 5, the effect of this
α coefficient and the number of UNet layers for fine-tuning
is shown. The strength of the edit can be controlled with
α. Fine-tuning all of the UNet UpBlock parameters pro-
vides more consistent and controllable edits despite requir-
ing more GPU memory compared to fine-tuning on fewer
layers.

This woman has
black hair.
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Figure 5. Effect of Alpha and Number of Layers. We can con-
trol the strength of textual editing with the alpha parameter. With
more alpha values, we achieve higher face manipulation. While
fine-tuning on fewer layers requires less GPU memory, we can
have more consistent and controllable edits by fine-tuning all of
the UNet UpBlock parameters.

D. More Face Generation and Editing Results

We provide more face genration and editing results in this
section. In Fig. 6, we provide multi-modal face generation
results with semantic segmentation and facial landmarks
conditions. We can generate diverse face images consis-
tent with the given modalities as shown in Fig. 7. In Fig. 8,
we show comprehensive multi-modal face editing results.
We see that the identity of faces is well-preserved and the

generated faces are consistent with both the text and other
conditions.

E. Qualitative Comparison Results
We show qualtitative comparisons with baselines for face
generation and editing in Fig. 9 and Fig. 10.

F. More Mask/Landmark Generation Results
We present more results for mask/landmark generation
given text inputs in Fig. 11. We can see that the generated
images are diverse and coherent with the given text descrip-
tion.

G. Zero-Shot Face Generation
In this section, we show the capabilities of the M3Face
pipeline in zero-shot face generation. We test captions in
languages that are not in the training data, as well as spe-
cific human names. The results are shown in Fig. 12.

Multi-Modal Conditions

Leonardo
DiCaprio 

Generated Image

Ryan Gosling

Taylor Swift

Emma Stone

Multi-Modal Conditions

이 젊은 여성은
금발 머리, 아치
형 눈썹, 뾰족한
코가 매력적입니
다. 

Generated Image

この鼻のとがっ
た老人は大きな
眼鏡をかけてい
ます。

O homem tem
nariz grande,
olhos estreitos,
olheiras e
sobrancelhas
espessas.

ھذه المرأة لديھا
حواجب مقوسة،
وفم مفتوح قلیلا،

وأنف مدبب،
وترتدي الأقراط

Figure 12. Zero-Shot Generation Results. Our pipeline can
make zero-shot face generations with languages or prompts that
are not in the training data.

H. Details of the M3CelebA Dataset
In this section, we explain our method for generating
captions and the details and some statistics about our
M3CelebA dataset.

We used the few-shot technique with GPT-3.5 Turbo [2]
to generate captions for images based on their attributes.
We then picked the top 1500 captions by human evalua-
tion, which were subsequently used to fine-tune the GPT-
3.5 Turbo. We fine-tuned the model for five epochs using
the default training parameters. The fine-tuned model was
then used to generate captions for all images. We show this
process in Fig. 16.

In Tab. 6, we compare available CelebA-based datasets.
The CLIP Score of M3CelebA captions is 3.1% higher than



This young woman
is attractive with
straight hair and a
pointy nose.

Ella tiene el pelo
castaño y rizado.

Cet homme est un
adolescent.

Sie hat schwarze
Haare und trägt
Lippenstift.

Quest'uomo è
vecchio e ha i
capelli grigi.

Condition
Generated
Images

Text

Figure 6. Face Generation Results. Our method generates realistic images based on the input prompt and the conditioning modality. We
can generate faces consistent with semantic segmentation and facial landmarks. It also captures difficult attributes in the input prompt or
the segmentation, such as glasses, hair color and style, and different face directions.

Multi-Modal Conditions

This young woman is
attractive, has wavy
hair, and is wearing
lipstick.

This man is a
teenager.

Generated Images

Figure 7. Diversity of Face Generation. Diverse face images can be generated from a single text input and a conditioning modality. We
can see a diverse set of features such as hair colors, styles, skin tones, glasses, and hats.

the Multi-Modal CelebA-HQ [34] captions, showing that
the quality of our generated captions is better. We show the
distribution of different attributes in the dataset in Fig. 14.
In Fig. 15, we compare the distribution of several important
attributes to the CelebA-HQ dataset. We see improvements
in several attributes such as Male/Female, Eyeglasses, and
Black Hair. The number of face images with ”Attractive”
attributes has decreased, contributing to reducing bias in the
dataset.

CelebA Image

CelebA Attributes

Heavy_Makeup, 
Wavy_Hair, 
Rosy_Cheeks, 
Young 

She wears
heavy makeup.
She has wavy
hair, and rosy
cheeks. She is
young, and
attractive.

Upscaled Image

Generated Caption

Lleva mucho
maquillaje. Tiene
el pelo ondulado
y las mejillas
sonrosadas. Ella
es joven y
atractiva. 

Translated Caption
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Figure 13. Dataset Generation Pipeline. We first align, crop, and
upscale the original CelebA images. We then generate the facial
landmarks and semantic segmentation for each image. For gen-
erating the captions, we use the 40 CelebA attributes and utilize
the GPT3.5 model for generation and the SeamlessM4T model for
translation.



Esta mujer es de
mediana edad.

Input Image Target Mask Edited Image

C'est un adolescent.

This young woman
has black hair.

Input Image Target Landmark Edited Image

This woman has
brown hair.

Ha i capelli ricci
castani.

Cet homme est un
adolescent.

Esta mujer es de
mediana edad.

Lei è una giovane
donna.

Lei è una vecchia. 

Quest'uomo ha circa
trent'anni. Ha la barba
corta.

Target Text Target Text

Figure 8. Face Editing Results. We can edit face images with both semantic segmentation and facial landmarks. The results are consistent
with the conditioning and the text prompt. We achieve better results in details such as hair color and style.

Multi-Modal Conditions Generated Images

TediGAN Ours

This man has narrow
eyes, big lips, and big
nose and wears
necktie. He is young.

Input Text Generated Images

SD-v1.5 Ours

This young man has
bangs, pale skin, and
no beard.

GCDPCollabDiff

This attractive woman
wears earrings and
lipstick. Her eyebrows
are arched, and she
has wavy brown hair.

This young woman is
attractive with big lips.
She is wearing heavy
makeup and a hat,
with her mouth
slightly open.

This man is wearing a
hat. He has a big
nose, high
cheekbones, and a
goatee.

This young woman
with eyeglasses has
attractive features
and wavy hair.

(b) Text-Guided Face Generation(a) Multi-Modal Face Generation

Figure 9. Qualitative Comparison of Face Generation. In (a) Multi-Modal Face Generation, TediGAN fails to follow both the target
prompt and segmentation mask in most examples because of its two-step generation method. On the other hand, Collaborative Diffusion
often cannot generate details such as earrings, make-up, or a detailed beard. In (b) Text-Guided Face Generation, only our method can
generate detailed images with hight quality.



Multi-Modal Target Conditions

This man is a teen.

Edited Images

CollabDiff Ours

Input Image

She has black hair.

She has black hair.

Target Text

This woman is middle-
aged.

Edited Images

Talk-to-Edit Ours

Input Image

He is young.

He has beard.

Null Text

(b) Text-Guided Face Editing(a) Multi-Modal Face Editing

Figure 10. Qualitative Comparison of Face Editing. In (a) Multi-Modal Face Editing, our method significantly outperforms Collabora-
tive Diffusion. While Collaborative Diffusion fails to follow both the target prompt and segmentation mask in examples that require editing
details such as the hair color or style, our method manipulates faces accurately and maintains the original face identity. In (b) Text-Guided
Face Editing, our method addresses limitations observed in existing approaches. Talk-to-Edit exhibits inconsistent performance, often
failing to apply edits effectively on in-the-wild images. Null-Text Inversion maintains the original face identity well but is too sensitive to
the edit prompt and sometimes fails to edit attributes accurately.

Text

Her big lips and blonde
hair complement her
arched eyebrows and
heavy makeup, she's
smiling.

Generated Conditions

Cette jeune femme a
un gros nez et des
cheveux courts. Elle a
des poches sous les
yeux.

Quest'uomo ha gli
occhi stretti, il naso a
punta e le sopracciglia
folte. Sorride e ha la
barba.

Esta joven tiene una
nariz grande y cejas
arqueadas. Tiene bolsas
debajo de los ojos.

Her mouth is slightly
open, with high
cheekbones giving her
an attractive look.

Cet homme a un gros
nez et des poches sous
les yeux. Il est heureux.

Este hombre tiene ojos
entrecerrados, nariz
puntiaguda y cejas
pobladas. Está enojado.

Figure 11. More Mask/Landmark Genertation Results. Our mask/landmark generator can create diverse and accurate conditions for the
face generator model.

Name Size Segmentation Map Landmark Caption Multilingual

CelebA [21] 202599 ✗ ✗ ✗ ✗
CelebA-HQ [14] 30000 ✗ ✗ ✗ ✗
CelebAMask-HQ [20] 30000 ✓ ✓ ✗ ✗
CelebA-Dialog [13] 202599 ✗ ✗ ✓ ✗
MM-CelebA-HQ [34] 30000 ✓ ✓ ✓ ✗
M3CelebA (Ours) 173314 ✓ ✓ ✓ ✓

Table 6. Comparison of Different CelebA-Based Datasets. We compare different characteristics of datasets created based on the CelebA
[21] dataset.
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Figure 14. Attribute Distribution in Dataset. Occurrence ratio of different face attributes in M3CelebA dataset.
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Figure 15. Attribute Distribution Comparison. We compare the occurrence ratio of different face attributes in CelebA-HQ and M3CelebA
datasets. Our dataset is more balanced in terms of Male/Female and Non-Attractive/Attractive attributes.



{"caption1": "This woman is wearing lipstick and earrings. She has high cheekbones and heavy makeup.", "caption2": "The

female has big lips, pale skin, and high cheekbones. She wears lipstick and earrings.", "caption3": "With high cheekbones
and pale skin, this woman wears lipstick and has heavy makeup."}

{"caption1": "This man wears a necktie and has bags under his eyes. He has a double chin and straight hair.", "caption2":

"The man has bags under his eyes and a double chin. He wears a necktie and has straight hair.", "caption3": "With a necktie
and straight hair, this man has bags under his eyes and a double chin."}

[system]:
Generate 3 captions in JSON format for a face image from its attributes.

[user]:
Wearing Lipstick, Wearing Earrings, High Cheekbones, Female, Heavy Makeup, Big Lips, Pale Skin

[system]:
Generate 3 captions in JSON format for a face image from its attributes.

[user]:
Wearing Necktie, Bags Under Eyes, Double Chin, Straight Hair, Male
 
[assistant]:
{"caption1": "This man wears a necktie and has bags under his eyes. He has a double chin and straight hair.", "caption2":
"The man has bags under his eyes and a double chin. He wears a necktie and has straight hair.", "caption3": "With a necktie
and straight hair, this man has bags under his eyes and a double chin."}

[system]:

Generate 3 captions in JSON format for a face image from its attributes.

[user]:
Wearing Lipstick, Smiling, Blond Hair, Young, Wavy Hair, Female, Oval Face

[assistant]:
{"caption1": "This woman is wearing lipstick, smiling with blond wavy hair. She has a young oval face.", "caption2": "With

a young oval face, this woman is wearing lipstick, smiling with wavy blonde hair.", "caption3": "The female with a young
oval face is wearing lipstick, has wavy blond hair, and is smiling."}

[user]:
Wearing Necktie, Bags Under Eyes, Double Chin, Straight Hair, Male 

Few Shot Caption Generation

Dataset Caption Generation

Model Fine-tuning

Figure 16. Caption Generation Process. The prompts used in the few-shot and fine-tuning processes are shown in this figure.
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