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Abstract

With the rise of generative AI, music generation, particu-
larly image-to-music, remains underexplored and relies on
deep learning methods. Existing neural-based models de-
pend on large datasets, raising concerns about copyright
infringement and increased costs for performance improve-
ments. In contrast, we propose an innovative image-to-
music AI framework powered by a novel, algorithm-driven
music core, minimizing copyright infringement risks. Our
music core connects lyrical and rhythmic information to
automatically derive musical features, constructing a com-
plete score from lyrics. In this pilot study, we devel-
oped a web tool based on this framework that generates
melodies adhering to music theory, lyrical, and rhythmic
conventions. Experimental results show that our approach
achieves an average music key confidence score of 0.86,
surpassing the 0.8 score of human composers and demon-
strating its ability to produce diverse, human-like composi-
tions. Therefore, this tool serves as a reliable co-pilot for
composers as well as entertainment, advancing AI in music
generation.

Click on the web link to run our web tool, GenAIM, to
generate music from images.

1. Introduction

Generative AI has experienced rapid escalation and integra-
tion into daily lives, particularly with the frequent use of
conversational chatbots such as ChatGPT [1] powered by
Large-Language Models (LLMs). However, AI music gen-
eration, especially multimodal inputs from images, lags be-
hind AI art and writing due to its complex structure and
required musical expertise. Current methods rely on deep
learning [2][4][11], using large datasets for music gener-
ation, but face challenges including data collection, copy-
right risks, high computing costs, and labor-intensive data
preparation [3][7][9].

Figure 1. The System Architecture of the Framework.

To develop a musically robust generation method, back-
ground in music theory, literature, and linguistics is required
to emulate the intuitive thinking process of musical artists
to remove the necessity of relying on existing music for al-
gorithm training and development. Therefore, we propose
a novel image-to-music framework driven by an innova-
tive pure-algorithm-powered music core. Our core method
purely utilizes novel algorithms based on lyrical input, ad-
dressing the challenges listed above by leveraging lyric-
music correlations, as inspired by [13][15]. Our method
also discovers rhythmic, syllabic, and stress patterns to en-
sure proper lyric-music alignment. This framework allows
users, regardless of their expertise, to generate music for
reference or entertainment, with customizable features such
as key signatures, instruments, and sheet music display. The
ability to use images to generate music creates another input
option that expands the degree of human and AI creativity
when creating AI-generated music. Examples are shown in
Figure 4.

This paper presents a non-neural approach to AI music
generation from images, combining lyrics, melody, music
theory, and composer intuition to create natural, human-
sounding music. Our main contributions are as follows:
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• Our framework generates melodies from image-derived
text using novel, non-deep learning music core algo-
rithms, differentiating it from existing models.

• Our approach does not require training data, avoiding
copyright issues, minimizing manual labor, and ensuring
cost-effectiveness.

• Through the understudied method of pairing keywords
with strong beats, our core music generation achieves
lyrical alignment with the rhythmic structure.

• Our image-to-music approach uses LLMs to generate
lyrics, followed by purely algorithmic music composi-
tion.

• As a co-pilot tool, it empowers composers and aspiring
musicians, offering benefits for entertainment, creativity,
and overall well-being.

2. Related Work

Currently, image-to-music generation remains largely unex-
plored. Research in this area involves deep learning meth-
ods that extract essential visual attributes, which are subse-
quently translated into melodies, harmonies, and rhythmic
patterns [6]. Emotion is heavily considered in various ways.
Some utilize the valence-arousal emotional space to detect
the emotional tone of an image, while other researchers per-
form image analysis assuming that the components are mu-
sically related [19][10][18]. These works emphasize the po-
tential emotions that could be extracted from the images.
Recent research methodologies [5][17][12] focus on gener-
ating audio music from multiple modalities, including im-
ages and videos. MelFusion [5] synthesizes music from im-
age and language cues using diffusion models. Diff-BGM
[12] also uses a diffusion model to generate background
music for videos. However, our image-to-music methodol-
ogy distinguishes from these by utilizing LLM technologies
to generate lyrics before employing our purely algorithmic
lyric-to-music approach, reducing the need to specifically
analyze emotions from the image. Our image-to-music ap-
proach differs by utilizing LLMs to generate lyrics from an
input image, followed by the use of our music core to gen-
erate the corresponding music.

3. The Framework

This framework is built on the AWS platform. The input im-
age is processed by the LLMs provided by the AI services,
which generate the lyrics. These generated lyrics are then
passed to the music core for music composition. The front-
end web application loads the music files from the AWS
cloud, renders it to a music sheet, and plays the music.
Figure 1 presents the system architecture of the proposed
framework. The music core algorithms, our main focus, are
explained in the following.

3.1. Music Core Algorithms
3.1.1. Score Setup
To set up the score, lyrical information, including syllables
and keywords, is extracted to determine the time signature,
as described in [14]. Phrases are identified through punctua-
tion with accents and keywords influencing the total number
of measures.

3.1.2. Rhythmic Score Construction
The time signature is essential for defining the rhythmic
structure and distributing phrases across measures. Key-
words are inserted into stressed beats within each measure
following the order specified by the lyrics. This approach,
based on the connection between keywords and stressed
beats as identified in [13][15], is incorporated into the pro-
posed framework.

3.1.3. Pitch Construction
During the pitch construction, key signature, pitch range,
and phrase length are first defined: the key sets the tonal
center and mode (e.g., D major), either chosen by the user
or selected randomly based on the highest key confidence.
The pitch range, limited to a certain singing range, ensures
a comfortable singing range, while the phrase length guides
melodic phrasing. The pitch generation and insertion pro-
cesses work in a feedback loop, with randomly generated
pitches adapted to music theory before being refined for
smoother transitions and varied phrasing to avoid repetition
and enhance melody flow.

3.1.4. XML Score Conversion
After constructing the score and pitch, the music is con-
verted into a MusicXML file for better readability and com-
patibility with composition and notation software, facilitat-
ing digital sheet music exchange and collaboration.

4. Experimental Results & Evaluation

In this pilot study, we developed a web tool, GenAIM, based
on our proposed framework that generates melodies ad-
hering to music theory, lyrical, and rhythmic conventions.
Then, we performed exploratory data analysis using Mu-
sic21 [16], a Python-based development toolkit created by
the Massachusetts Institute of Technology (MIT)[16][8], to
identify similarities, differences, and trends between AI-
generated and original compositions.

To evaluate the generated music in comparison to
human-composed pieces, we used 25 original lyrics from
piano books and generated 4 to 5 songs per lyrical song
group in various keys, resulting in 112 AI-generated pieces.
Each set included at least one version matching the time and
key signature of the original song, enabling direct compari-
son for structural and musical analysis.
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Figure 2. Melody motion of Generated Songs vs. Original Songs

4.1. Melodic Motion
Figure 2 presents motion plots of three AI-generated songs
in different key signatures, with x-axis values representing
relative note positions and y-axis values indicating pitch po-
sitions within each key. Vertical shifts were applied for clar-
ity, so pitch trends should only be compared within the same
key. The turning points along the x-axis closely align with
those of the original songs, indicating similar rhythmic pat-
terns, while greater pitch variation is expected due to the
melodic flexibility allowed in music composition.

4.2. Key Confidence

Figure 3. Key confidence of generated songs vs. original songs
with various key signatures comparing.

Figure 3 shows a violin plot comparing key confidence
scores—derived from music21 algorithms—across human
composers, an AI composer, and an averaged AI composer.
The AI composer retains the original key and time sig-
natures, while the averaged AI composer generates songs
without those constraints. Human compositions show a
broader distribution, whereas AI composers produce more
concentrated scores, particularly in the 0.8–0.9 range, sug-
gesting greater consistency and alignment with a well-
defined tonal center in AI-generated music.

4.3. Rhythm Matching
The final evaluation focuses on rhythm matching, which is
essential for accurate syllable placement and emphasizing
keywords through duration and beat position. The gener-
ated songs achieved an average rhythm matching accuracy
of 73.6% compared to the original songs, indicating a rela-
tively high level of alignment. Some deviation is expected
due to the inherent flexibility in song composition; however,
research from [13][15] recommends associating keywords
with strong beats to maintain musical and lyrical coherence.

5. Conclusions & Future Work
This paper presents a state-of-the-art image-to-music gener-
ation framework that enables image-to-music composition
without relying on prior music training data. Our frame-
work supports the creation of both lyrical and instrumen-
tal pieces, and its effectiveness is demonstrated through a
comparative analysis of 112 AI-generated songs against 25
original human-composed works. The results show that our
framework produces melodically and rhythmically coherent
music, offering a novel and efficient tool for both amateur
and professional musicians. Additionally, image-to-music
generation can raise ethical concerns, particularly around
musical copyright issues. This work avoids such issues by
not using deep learning in the music core. Although our
methods are promising, current limitations include reduced
lyrical coherence from image input and relatively simplistic
music generation. Future work aims to enhance pitch con-
struction by integrating chord progressions and cadences as
well as exploring diverse musical genres for greater stylis-
tic variety. These improvements will advance the ability
of the framework to generate more contextually rich, mu-
sically complex, and genre-adaptive compositions, further
positioning it as a creative copilot for music creation.
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